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● Born in Chile but living in Mexico City for the last 20 years.

● Computer science junkie
○ Bachelor's degree, Computer Engineering

○ Master's degree, Computer Science

○ PGP - DS/BA + AI/DL

● Developer / Sysadmin

● Distributed file-system researcher

● Ceph community ambassador

● OpenInfra community ambassador
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Why Linux?

Highly configurable Linux can be optimized for different purposes such as networking performance, 
computation performance, deployment on systems with limited memory & specific hardware platforms, and 
storage or computing resources. 

The growing demand for open-source OS and rising security concerns is a major growth driver for the Linux 
OS as it is much more secure than other operating systems from various perspectives. Besides, the growing 
demand for Linux OS for gaming PCs has a positive impact on the market. The dominance of Linux OS 
amongst the top 500 supercomputers across the globe substantiates the market value.

“The Linux kernel is a free and open-source, monolithic, modular, multitasking, 

Unix-like operating system kernel.”

- Wikipedia -



Linux Tooling and Performance tweak



Inverse win-modem analogy

● Let’s the OS do everything and hardware can be cheaper and stupid.

● Let’s the hardware do everything because it needs to work everywhere.

● Let’s go back to the OS to do everything because LINUX is the best.

● Now let’s go back to the hardware to do everything because we need the best 

performance.



Why OpenStack?



Why Openstack? (Let’s get real)



Why Kubernetes?



What’s LOKI?



What’s LOKI?

There isn’t a “one-size-fits-all”



What problems LOKI solves for TELCO 
companies?



What problems LOKI solves for TELCO 
companies?



What problems LOKI solves for TELCO 
companies?
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